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Abstract As one of the most vulnerable coasts in the
continental USA, the Lower Mississippi River Basin
(LMRB) region has endured numerous hazards over
the past decades. The sustainability of this region has
drawn great attention from the international, national,
and local communities, wanting to understand how the
region as a system develops under intense interplay
between the natural and human factors. A major prob-
lem in this deltaic region is significant land loss over the
years due to a combination of natural and human factors.
The main scientific and management questions are what
factors contribute to the land use land cover (LULC)
changes in this region, can we model the changes, and
how would the LULC look like in the future given the
current factors? This study analyzed the LULC changes
of the region between 1996 and 2006 by utilizing an
artificial neural network (ANN) to derive the LULC
change rules from 15 human and natural variables.
The rules were then used to simulate future scenarios
in a cellular automation model. A stochastic element
was added in the model to represent factors that were
not included in the current model. The analysis was
conducted for two sub-regions in the study area for
comparison. The results show that the derived ANN
models could simulate the LULC changes with a high
degree of accuracy (above 92 % on average). A total
loss of 263 km?” in wetlands from 2006 to 2016 was
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projected, whereas the trend of forest loss will cease.
These scenarios provide useful information to decision
makers for better planning and management of the
region.
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Introduction

Land use land cover (LULC) change, as manifested by
snapshots of remote sensing images, is considered an
important indicator of the processes on the earth surface.
Considerable amount of work has been conducted in
modeling LULC changes to tackle problems such as
deforestation (Lambin et al. 2003; Perez-Vega et al.
2012), urban expansion (Batty et al. 1999; Murray-
Rust et al. 2013; Dewan and Yamaguchi 2009), and
ecosystem service changes (Berger 2001; Wang et al.
2006). Lately, LULC change modeling has been applied
to analyze the coupling of natural and human systems
(CNH) using a variety of GIS and spatial modeling
techniques with promising results (Brown et al. 2002;
Liu et al. 2012). However, there remain many technical
and application issues in using LULC change modeling
to capture the interactions between natural and human
systems, including issues on the selection of variables,
modeling techniques, and usefulness of the results
(Crooks et al. 2008). More studies are needed to help
improve the modeling methods so that they can be used
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to address significant societal problems through a better
understanding of the underlying natural and human
processes (Leemans and Eickhout 2004; Liu et al.
2010).

This paper examines the LULC dynamics in the
Lower Mississippi River Basin (LMRB), a coastal re-
gion considered to be among the most vulnerable in the
USA (Fig. 1). In recent years, increasing attention has
been paid to coastal areas due to their high exposure and
vulnerability to natural hazards. A critical challenge
facing these vulnerable coastal regions is how to achieve
sustainability in the face of climate change and sea-level
rise. To better address the challenge, an understanding of
how human and natural factors interact in the system is
necessary (Liu et al. 2007; Turner 2010). Hence, a well-
designed LULC model to accurately represent and sim-
ulate the coupling process is the first step.

The Lower Mississippi River Basin is a region of
high economic, cultural, and ecological significance.

However, the disappearance of land is a critical problem
along the southern coastal areas. Although there have
been numerous studies on the region (Reyes et al. 2000;
Day et al. 2007), most of them focused on either a
specific process or a local scale. A system-level model,
such as the LULC model described in this paper, is
necessary to capture the dynamic linkages among the
major components from the natural and human subsys-
tems and to quantify the linkages through empirical
validation. Moreover, during the last decade (2000—
2010), there was a steady population growth in the
northern part of the region (called the North hereafter),
in contrast with a significant decline in population in the
southern part (the South). This contrasting pattern of
population growth and decline between the North and
the South has accelerated after the strike of Hurricane
Katrina in 2005 (Lam et al. 2009a, b). With these
observations, we post two questions in this study: (1)
How did the LULC change processes differ between the
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Fig. 1 The Lower Mississippi River Basin (LMRB) and the hypothetical north-south boundary
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North and the South? (2) How will the future LULC
patterns in the two sub-regions look if no intervention or
mitigation measures are implemented? Answers to these
questions should help policy makers in developing ef-
fective strategies to make the region more sustainable.

Since LULC changes are typically driven by many
internal and external forces interacting dynamically with
their surrounding environment, modeling the LULC
changes using static equations alone would not be ade-
quate. Cellular automata (CA) models have been proven
as an effective approach to modeling LULC changes
(Parker et al. 2003; Schweitzer et al. 2011). A CA
represents complex spatial processes by defining simple
local interactions (Lauf et al. 2012; Vicari et al. 2007).
The rules of'the local interaction can be derived by either
a top-down or a bottom-up manner. The top-down ap-
proach deduces the rules from existing theories, and
then calibrates them by trial and error, whereas the
bottom-up approach derives the transitional rules of
LULC changes from empirical data. Prior assumptions
and knowledge about the LULC mechanism are the
precondition of the top-down approach, which unfortu-
nately is seldom the case. Hence, most LULC modeling
uses the bottom-up approach to derive the rules. Data
mining methods based on artificial intelligence tech-
niques, such as rule set learning (Li and Yeh 2004) and
artificial neural network (Li and Yeh 2002; Okwuashi
et al. 2012), have been commonly used in deriving the
rules. Also, many optimization techniques, such as ge-
netic algorithm (Stewart et al. 2004) and simulated
annealing (Feng and Liu 2012), have been applied to
automatically search for the best parameter combination
(Garcia et al. 2013).

This study applies an artificial neural network (ANN)
approach to derive the transitional rules for the North
and the South individually using time-series remote
sensing images. The ANN models include both natural
and human variables that are deemed to be important in
modifying the landscape. Unlike most previous CA
models, this study adds a stochastic element in the
model to represent factors that are not included in the
model. The transitional rules derived from the ANN
models are then used in a CA model to simulate future
LULC patterns. This paper aims to contribute to the
scientific literature by documenting how a combined
and modified ANN and CA approach could be used to
incorporate both natural and human factors to better
understand and simulate complex LULC dynamics in
a very vulnerable coastal region. The methodological

issues involved in the modeling will be highlighted. The
methods and approaches used in this study should be
highly applicable to analyzing other coastal regions
facing similar threats and vulnerabilities. From a man-
agement perspective, the results from this study will
answer the two questions posted above, which are how
did the land change processes differ between the North
and the South and how will the future land use land
cover patterns look? The resulting model could be used
to help answer questions posed by the local communi-
ties, such as whether land loss along the coast will
accelerate due to increasing fragmentation of land and
whether certain urban areas will continue to expand, so
that better planning strategies to adapt such changes can
be made.

Study area
General information

The study area, broadly recognized as the Lower Mis-
sissippi River Basin (LMRB), is located in southeastern
Louisiana, USA, and extends from the parishes (i.c.,
counties) north of Lake Pontchartrain to the coast
(Fig. 1). The study area was selected as a result of
combining both the natural boundaries (watersheds)
and political boundaries (parishes). This region encom-
passes 26 Louisiana parishes. We used Lake
Pontchartrain as an approximate boundary where par-
ishes north of the Lake are considered “the North,”
whereas the parishes south of Lake Pontchartrain are
called “the South.” The South is considered one of the
most vulnerable coastal systems in the USA, subjecting
to multiple threats, including land subsidence, flooding,
oil spills, and hurricanes (Lam et al. 2009a, b, 2012).
According to the US 2010 census statistics, during the
last decade (2000-2010), a gradual population growth
(15.4 %) in the North has been observed, in contrast
with a significant decline (—11.2 %) in the South. The
study area is highly engineered with various coastal
restoration plans to restore wetlands (Coastal Protection
and Restoration Authority of Louisiana CPRA 2012;
Stokstad 2005). A US Geological Survey estimate
shows that Louisiana has lost 4900 km?” of coastal
wetlands since 1932. Climate change introduces new
risks to coastal Louisiana residents in the form of
sea-level rise and more intense and frequent storms
and flooding events. While there is no single cause
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of the wetland loss, human actions are a primary
factor (CPRA 2012). Debates continue on whether
the high cost of coastal restoration (>9 billion
dollars) is cost-effective given the continuing
threats of sea-level rise and regional subsidence.
All these unsolved questions and uncertainties
make future planning and management of the re-
gion extremely challenging.

LULC changes

The LULC data of the study area were obtained from
NOAA Coastal Service Center, under the Coastal
Change Analysis Program (C-CAP). These data were
classified from Landsat 5 Thematic Mapper (TM) im-
ages through extensive field sampling, validation, and
standard quality-control review procedures, which have
guaranteed high classification accuracy and consistency
(Dobson et al. 1995). The spatial resolution of these data
is 30 m by 30 m. The entire study area includes
53,384,656 pixels (The North 22,162,275 pixels, the
South 31,222,381 pixels). The C-CAP data use the
USGS classification scheme (Anderson et al. 1976),
which includes seven LULC classes in the study area,
including urban, agriculture, rangeland, forest, wa-
ter, wetland, and barren. Currently, NOAA has
published LULC data covering the study area at
three time stamps, i.e., 1996, 2001, and 2006. We
selected the LULC data of 1996 and 2006 to
develop the model because of two reasons. First,
a longer time span (10- vs. 5-year) is considered
more reliable in capturing the LULC changes.
Second, the 1996 and 2006 LULC data were ob-
tained from remote-sensing images taken in the
same season, which should minimize the classifi-
cation inconsistencies caused by seasonal changes.

Figure 6a and Table 1 show the loss and gain of the
seven LULC types between 1996 and 2006 for the two
sub-regions. The North was found to have more LULC
changes than the South. In the North, the conversion
from forest to rangeland is significant (i.e., 1059 km?),
despite the fact that a considerable amount of rangeland
has changed back to forest (i.e., 412 km?). The unbal-
anced exchange between forest and rangeland resulted
in significant rangeland gain and forest loss in the North.
In the South, the majority of changes took place in
water, wetland, and barren land, with a significant loss
of wetland to water and barren land. In both the North
and the South, there was a net gain of urban land.

@ Springer

Methodology
Atrtificial neural network

Due to its accuracy, efficiency, and ability of modeling
non-linear relations, artificial neural network (ANN) are
now widely used for classification, pattern recognition,
function approximation, and optimization in various ap-
plications (Jain et al. 1996). Li and Yeh (2002, 2004)
applied ANNS to calibrate a LULC model to simulate the
landscape scenarios in a city of China, which has gener-
ated satisfactory results. A number of researchers have
also reported success in applying ANNs to calibrate
LULC models in specific regions (Mahajan and
Venkatachalam 2009; Okwuashi et al. 2012; Ju and
Lam 2007; Zhou 2006). An ANN consists of an input
layer, one or more hidden layers, and an output layer.
Each layer consists of a number of neurons. Each neuron
in the input layer accepts one of the input variables and
generates an output value to the next layer. In such a way,
the input variables are like signals that pass through the
layers in the ANN and eventually generate output values.

Figure 2 illustrates the architecture of a three-layer
ANN. Equation 1 describes how a neuron in the receiver
layer receives values from the neurons in the sender
layer, where I; is the input value from the ith neuron in
the sender layer and 7/ “1is the output generated by the
Jjth neuron in the receiver layer. W;; denotes the weights
of the input values and b is a bias value added to the
summation of all inputs. There are a few options for the
transition function f. The selection of f'is dependent on
the characteristics of the data to be trained. In the input
layer, all variables need to be rescaled into the range
between 0 and 1 for standardization.

= f(z wiili + bj) (1)

In this study, the training of the ANN was carried out
in the Matlab® neural network toolbox. The default
feedforward model was used. The steps of training are
shown in Figure 3. Through training, the algorithm
iteratively searches for the optimal weight combination
for the ANN. According to the user setting, the program
divides the sample set into a training set, a validation set,
and a test set. In each iteration, the ANN is updated to fit
the training set, and the result is verified in the validation
set. The algorithm stops training when the error of the
ANN in the validation set stops reducing or the maxi-
mum number of iterations has been reached. The test set
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Input laver  Hidden layer . Output layer

O neuron

Fig. 2 The structure of a three-layer ANN (modified from
Basheer and Hajmeer (2000))

provides an independent evaluation of the ANN perfor-
mance after the training has stopped. The derived ANN
model maps the complex relations between input vari-
ables and targets. The number of hidden layers, number
ofneurons in the hidden layers, and number of iterations
may affect the training performance. The derived ANN
can be used to simulate the targets with a different set of
inputs, with the assumption that the relations between
the inputs and targets are the same.

Cellular automata

Cellular automata (CA) are a type of discrete model
commonly used in modeling spatial-temporal processes

Validate the weight matrix
in the validation set

Is the validation error
lower than the threshold
for niterations?

Yes
Evaluate the weight matrix
in the test set
Derived
ANN

Fig. 3 The steps of training an ANN in the neural network
toolbox in Matlab®

Update the weight matrix
to fit the training set
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(Clarke et al. 2007; Clarke and Gaydos 1998). A cellular
automaton includes five components: space, state, time
step, neighborhood, and transitional rule (Wang 2007).
The space in a CA is depicted as a lattice, composed of
equally sized and shaped cells. The cells in the lattice
interact with each other with predefined transitional
rules, which take into account the spatial relation be-
tween the cells, such as neighborhood and distance. The
cells interact with each other and update their states once
at every time step. A CA can have more than one layer
so that the interaction can be based on multiple variables
of each cell. Through repeated interactions between the
cells, a CA can model spatial dynamics at different
scales. Using this approach, complex spatial processes
can be simulated by defining local rules. As CA is
inherently a spatial model, it is directly compatible with
raster data and can be easily implemented in a GIS.
Nowadays, it is widely applied in modeling environ-
mental and ecological processes (Wu and Webster 1998;
Batty et al. 1999; Ward et al. 2000). In this study, the
LULC data and related variables were transformed into
raster datasets, which can be modeled in a CA. With the
transitional rules derived by the ANN, the CA is able to
simulate the LULC dynamics at different time steps in a
raster space.

Implementation
Variable set

A total of 15 variables, selected based on the literature to
represent major natural and human factors, were used as
input for the ANN modeling. The variables can be
classified into three categories, including land proper-
ties, proximity to entities of interest (EOI), and neigh-
boring LULC (see Table 2). The land properties include
elevation, soil type, and original LULC. In coastal areas,
elevation greatly affects the hydrological processes and
hazard exposure (Day et al. 2007). Soil type affects the
vegetation cover, land subsidence, and urban construc-
tion (Burkett et al. 2002). The original LULC is also an
important factor, since most land tends to stay on its
previous state. Many studies have shown that LULC
changes, particularly urban expansion, are greatly de-
pendent on the proximity to transportation infrastructure
(Badoe and Miller 2000; Feng and Liu 2012). We sep-
arated primary roads and secondary roads, as literature
shows that they have different influences to surrounding
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LULC changes (Brown et al. 2002; Lo and Yang 2002).
As newly developed urban areas tend to be adjacent to
existing urban areas (Batty 2007), the proximity to
urban areas is considered as well. Through a sequence
of spatial operations (see Table 2), the scattered small
urban areas were filtered out, keeping only those con-
tinuous urban areas. Also, proximities to open water
area and energy infrastructure (i.e., pipelines) have cer-
tain impacts on LULC change (Gonzélez and Tornqvist
20006). Positive spatial autocorrelation had been ob-
served in most LULC datasets (Overmars et al. 2003;
Wear and Bolstad 1998), which means that the LULC of
a land cell is closely related to its neighboring cells.
Thus, the numbers of neighbor cells in the seven LULC
types were also included as input for our experiment.
The original input datasets are in diverse formats and
from different sources, which were then converted to
raster datasets with the same cell size and in the same
spatial extent by ArcGIS® toolbox. All the selected
input variables were linearly rescaled to the range from
0tol.

ANN training

The 15 raster datasets were converted to a text file
containing a number of arrays for the ANN training in
Matlab®. In this file, each array corresponds to a cell in
the raster space and includes a set of variables of that
cell. Given the input variables, an ANN was trained to
estimate the probabilities (ranging from O to 1) that a
land cell converts to a certain LULC type. Two ANNs
were trained separately for the South and the North.
Loading all data for training takes an extremely long
time for computation. Previous studies showed that
there is a logarithmic relation between the accuracy of
the derived ANN and the training time (Li and Yeh
2002), which means that loading more data only in-
creases the accuracy linearly, but causes an exponential
increase of the training time. Considering the trade-off
between computational time and desired performance,
10 % of the dataset were randomly selected for the ANN
training. Of the 10 % sampled data, 70 % were used as
the training set, and 15 % each were used for the test set
and the validation set. The training was carried out in the
ANN training tool in Matlab® which is based on a back-
propagation training algorithm (Foody 1996). This
study utilized a three-layer feedforward ANN model,
which has been proven effective in solving most learn-
ing tasks (Gong 1996; Zhou and Civco 1996). The

@ Springer

hidden layer consisted of 20 neurons. Since the
computational efficiency of the simulation model
was not the goal of this study, we did not system-
atically record the processing time and the number
of iterations. However, we set the maximum num-
ber of iterations to 1000 and found that the model
usually converged before the maximum number of
iterations was reached, mostly at about 800 itera-
tions. The processing time for each simulation was
approximately 812 h (overnight) using a comput-
er with a 2.4-GHz processor.

CA simulation

The derived ANN was then applied as transitional rules
in a cellular automaton to simulate the LULC changes
for the two sub-regions. Given the same input variables,
the trained ANN model can calculate the probability that
a land cell converts to one of the seven LULC types.
Previous studies usually define that a land cell changes
to a LULC type with the highest conversion probability.
If the LULC with the highest conversion probability is
the same as the original type, the land cell stays un-
changed. However, this approach will make the changes
with moderate conversion probabilities very unlikely to
happen. Consequently, such simulation will lead to a
result that the dominant changes would become even
more dominant and the less frequently occurred
changes would become even less likely to occur.
Thus, to overcome this shortcoming and to add a
stochastic element in this experiment, the conver-
sion of a land cell was determined by a weighted
random selection of the top three LULC types
that have the highest conversion probabilities.
Equation 2 explains how the weights are defined.
wi=— P 2)

Z i=1 ‘2,3P"

where P; stands for the ith highest conversion
probability. Equation 2 basically rescales the prob-
abilities of the top three LULC types into 0-1 so
that the random generator can be used to create
chances that a pixel may change to a LULC type
with the second or third transitional probability.
This approach preserves the stochastic characteris-
tic of the LULC change processes and could make
the categorical distribution of different types of
changes match better with the reality. Also, this
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setting is reasonable because a land cell does not neces-
sarily change to a LULC type with the highest conver-
sion probability, if it is not much higher than the second
highest, and so on. The random selection could include
more than the top three conversion probabilities, which
would unduly increase computational time and stochas-
tic disturbance.

To start the simulation, the ANN loads the initial
variables as input and computes the LULC at the next
time stamp. The computed LULC cells are then used as
input variables for the next iteration. The iteration stops
when a certain threshold is reached. We used the crite-
rion that the iteration stops when the total number of
pixels changed is the same as that of the last iteration.
The simulation was implemented by a Python script
written to loosely couple ArcGIS® and Matlab®. In
each iteration, the Python program uses the ArcGIS®
libraries to process the input raster datasets and convert
them into a text file that can be loaded by Matlab. Next,
the Python program calls the Matlab® program through
the Matlab’s Component Object Model (COM) inter-
face to load the text file and simulate the output LULC
using the derived ANN. The COM interface allows
external application to control the objects and functions
in Matlab. In the next iteration, the Python program
loads the LULC text file exported from Matlab to update
the input datasets and convert them into a text file. In
this manner, ArcGIS does the data processing jobs and
Matlab runs the simulation, exchanging data in text files.
The general workflow of ANN training and CA simu-
lation is illustrated in Fig. 4, whereas the coupling
between ArcGIS and Matlab in the simulation is shown
in Fig. 5.

Experiment results

The experiment consisted of the validation and simulation
phases. First, the 2006 LULC was simulated using the
1996 datasets as the initial state, which was then compared
with the actual LULC in 2006 to evaluate the accuracy of
the ANN. Second, the future scenario was simulated using
the actual 2006 datasets as the initial state.

Validation
The performance of the ANN model was assessed by

comparing pixel-by-pixel the simulated and actual 2006
datasets. Table 3 shows that the simulation result yielded

more than 90 % accuracy for most LULC types, with an
overall accuracy of 91.8 and 97.1 % and Kappa statistics
of 89.4 and 95.3 % in the North and the South,
respectively.

Figure 6 compares the gain and loss for each
LULC type between the simulated and the actual
datasets; it shows that the categorical distribution
of the simulated changes generally matched that of
the actual changes. The LULC types that in-
creased in the real dataset also increased in the
simulation, and vice versa. The only exception
was agriculture land in the South, which decreased
in the real data but was simulated as an increase.
The validation result confirms that (1) the selected
variables were reasonable to describe the LULC
changes and (2) the ANN model built from the
10 % sampling of the dataset could simulate the
LULC changes in the rest of the study area with
an acceptable accuracy.

Future prediction

After the validation, the next step was to simulate the
LULC changes in 2016, assuming the transitional rules
between 1996 and 2006 will continue during the next
time interval. In this simulation, the LULC and input
variables acquired in (or near) 2006 were used as input
to simulate the LULC in 2016. The same stopping rule
was used, which was the total number of pixels changed
being the same as between 1996 and 2006.

Figure 7 shows that the simulated categorical distri-
bution of the changes between 2006 and 2016 generally
followed that of the previous time interval.

Figure 8 maps the simulated future changes. Since
the changed area only occupied a small part of the study
area, the spatial distribution of specific LULC changes
was difficult to see. In order to make the changed pixels
more visible at the study area scale, the net changes (i.e.,
gain minus loss) of a LULC type were aggregated
within a neighborhood of each cell. The neighborhood
used was a circle with a radius of 100 pixels (i.e.,
3000 m). Through color coding, the spatial distribution
of the LULC changes became more visible in Fig. 9.

From Figs. 7 and 9, we can observe several trends
that are likely to occur in the next 10 years. (1) In general
and as expected, more LULC changes were projected in
the North than in the South. (2) Urban growth in both
the North and the South will continue to increase (in-
creased by 112 %, 127 km? in the North and 166 %,
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Fig. 4 The workflow of the training and simulation processes

56 km? in the South). Urban growth in the North will
occur mostly in areas around major cities such as Lafa-
yette and Baton Rouge. In the South, moderate urban
growth was still projected near New Orleans, as well as
along rivers and canals. (3) The spatial distribution of
agricultural land change remains similar between the
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(Python program)
Updates the input rasters
(ArcGIS python library)
No|
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Output LULC (Matlab)

Fig. 5 The interaction between ArcGIS® and Matlab® in the
simulation
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(t3) LULC change at cell 1

~<«——— LULC change at cell 2
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two time periods, with agricultural land in the North
projected to decline 82 % more than the previous
10 years, amounting to a loss of 84 km?. (4) Water gain
(land loss) in the South will increase 38 %, amounting to
an area of 76.8 km® (0.4 % of the total land of the
South), with major pockets of water predicted to occur
near the east side of Atchafalaya River and the
mouth of Mississippi River. (5) Wetland loss will
continue in a similar spatial pattern, but the rate of
loss will accelerate by 14 % (amounting to a loss
of 135 km? which is 3.2 % of total wetland) in the
North, whereas wetland loss will slow down by
37 % (amounting to a loss of 128 km? which is
1.5 % of total wetland) in the South. (6) The trend
of forest loss in the North will almost cease,
changing from a loss of 386.6 km? to only
16 km? in this time period.
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Table 3 The confusion matrices between the actual and simulated LULC in 2006 (unit km?)

Actual LULC
Urban Agriculture Rangeland Forest Water Wetland Barren User accuracy (%)

The North

Simulated LULC Urban 1414.6 552 156.6 858 73 99.8 9.2 774
Agriculture 28.5 3821.1 101.2 24 7.5 48.4 47 95.2
Rangeland 8.8 84.6 1947.9 60.6 49 553 6.4 89.8
Forest 32 11.5 3314 2483.3 3.9 68.5 0.8 85.6
Water 0.9 4.1 3.7 0.5 13433  15.0 8.6 97.6
Wetland 7.0 21.8 201.0 50.6 470 72374 4.6 95.6
Barren 1.6 3.1 11.2 0.6 2.7 35 639 739
Producer accuracy (%) 96.6 95.5 70.8 92.5 94.8 96.1 65.1

The South

Simulated LULC Urban 1110.7 21.1 3.7 0.5 22 14.9 5 95.9
Agriculture 162 20199 7.6 0.3 1.7 17.6 0.7 97.9
Rangeland 2.1 2 83.6 0.6 0.4 8.3 0.3 86.0
Forest 0.3 0.1 1.1 15.1 0 0.2 0 89.8
Water 1 8.9 1 0.1 12,161.7 101.8 44 98.7
Wetland 10.1 16.9 10.7 1.1 461 11,637.5 30.1 956
Barren 0.7 1.9 1.1 0.6 6.7 11.1 2552 921
Producer accuracy (%) 97.3 97.5 76.8 82.7 96.3 98.7 76.1

The Kappa statistics for the North and the South were 89.4 and 95.3 %, respectively
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Discussion different, which reasonably leads to the assumption that
9

Modeling LULC changes is a very challenging task, as
the changes may be caused by different processes and
related to a wide range of variables. This study focused
on one of the most vulnerable coastal areas where the
human and natural systems are closely interacting. Giv-
en the complexity of the study region, the ANN would
seem to be the most suitable modeling approach, as it
can model non-linear relationships and researchers can
build the model from ground zero. Since the study area
has different landscapes and social-economical charac-
teristics, the LULC processes in different areas would be

the LULC transitional rules would vary spatially. Thus,
a global ANN derived from the whole study area would
not apply accurately to different parts of the study area.
This was confirmed through several trials where the
globally derived ANN generated unrealistic simula-
tions. This study solves this problem by partitioning
the study area into the North and South, each sub-
region is expected to have its own sets of natural and
human processes. The results show that the two ANNs
derived separately from the two sub-regions provided
much better performance. Furthermore, unlike most
other ANN simulations, this study incorporates a
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Fig. 8 Comparison between a the actual LULC in 2006, b simulated LULC in 2016, and ¢ the changed areas between 2006 and 2016
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Fig. 9 Actual LULC changes
1996-2006 (lefi column) and
simulated LULC changes 2006—
2016 (right column). The two
maps in the same row use the
same color scheme
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stochastic element in the simulation by using a weighted
random selection of the top three LULC types based on
the conversion probability. The stochastic element is
designed to symbolize factors that were not included
in the model; hence, the modeling approach used here
could be considered a conceptual advancement.

There are several possible future improvements.
First, although most of the variables (10 out of 15)
were updated in the iterations, five variables includ-
ing elevation, soil type, distance to primary roads,
distance to secondary roads, and distance to pipelines
stayed unchanged throughout the entire simulation.
Updating these variables into dynamic variables
would certainly help make the simulation more real-
istic. However, the updated data for these variables
are not easily available, and they become a source of
uncertainties in the simulation of future scenarios.
Due to this shortcoming, simulation to longer time
periods would be less and less reliable. It is noted
that the five variables stayed unchanged in the sim-
ulation were variables referring to the infrastructure
and physical environment, and we can reasonably
assume that they did not change substantially in a
10-year period. Moreover, we could use the model
to simulate ‘“business-as-usual” scenarios, and then
vary some of the parameters such as elevation
changes as a result of sea-level rise to evaluate their
impacts on the future landscape.

Second, our study assumed that the overall rate of
LULC change was the same in the two time intervals,
which was used as a criterion to stop the simulation.
However, this assumption does not necessarily hold, as
the rate of LULC changes may vary through time. Thus,
the scenario simulated by the ANN has uncertainty in its
exact temporal location. To solve this problem, addi-
tional information on how much LULC changes are
expected in a 10-year period is needed to establish the
temporal scale of the simulation. Third, the ANN is a
black box data mining approach. The ANN does not tell
which variable is most influential to the output and how
one variable affects the other variables and the output. In
addition, the current ANN model seemed to have a
tendency to smooth out the magnitude of changes; thus,
large LULC changes such as from forest to rangeland
and urban areas in 1996-2006 in the North were not
accurately captured (see Figs. 6a or 7a). As described
earlier, the North has experienced significant population
growth over the past decade, which would result in loss
of forest land to other human activities. Further
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investigations about the underlying processes that trig-
ger the changes should be conducted in the future. Other
modeling approaches, such as decision trees and logistic
regression will need to be explored and compared to
derive the underlying landscape change rules.

The ANN training and simulation were implemented
in both Matlab® and ArcGIS® platforms. Both plat-
forms provide abundant tools that have greatly facilitat-
ed the model development process. However, a great
deal of programming work was spent on bridging be-
tween the two platforms. For example, the LULC and
input variable rasters had to be converted into a text file
in order for them to be processed by Matlab®. In the
simulation, the raster input variables were again needed
to be formatted as value strings for the ANN calculation.
The data in the two platforms could not be exchanged
directly due to the memory issues. To the best of our
knowledge, there is no GIS packages equipped with
robust data mining tools. With the increasing demands
in solving geospatial problems with data mining tech-
niques, integrating data mining toolboxes into GIS
packages will greatly benefit many users. In addition,
techniques of parallel computing would be needed for
simulation of a longer time span.

Conclusions

This study has demonstrated the use of ANN and CA in
modeling LULC changes in a vulnerable coastal region,
the Lower Mississippi River Basin in Louisiana. The
study shows that ANN is an effective approach to derive
the rules of LULC changes in an area with complex
social and natural characteristics. Unlike traditional ap-
proaches, this study built separate models for the two
sub-regions (the North and the South) with distinctive
characteristics and incorporated a stochastic element for
simulation. The results show that the ANN models,
which were derived from a 10 % sample using 15
variables representing both natural and human charac-
teristics, could simulate the LULC changes of the entire
area from 1996-2006 with satisfactory degrees of accu-
racy, 91.8 % for the North and 97.1 % for the South,
respectively. Based on the same models, a simulation to
2016 reveals several future trends of LULC changes in
this region, in addition to identifying where the changes
will most likely to occur. The simulation scenario shows
that in the next 10 years, (1) urban land growth in both
the South and the North will double (increased by 112 %
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in the North and 166 % in the South); (2) agriculture
land in the North will decline 84 % more than the past
10 years, amounting to a loss of 84 km?; (3) wetland loss
will accelerate by 14 % (amounting to a loss of
135 km? which is 3.2 % of total wetland) in the North,
but will slow down by 37 % (still amounting to a loss of
128 km? which is 1.5 % of total wetland) in the South;
(4) the trend of forest loss in the North will almost cease,
changing from a loss of 386.6 km? to only 16 km?; and
(5) water expansion (land loss) will increase by 38 % in
the South, which is equivalent to a land loss of 76.8 km®
(0.4 % of the total land of the South). The study results
provide a baseline condition of how and where LULC
changes in relation to the 15 variables in a vulnerable
coastal region. The findings could provide useful guid-
ance for future refinement of the model and detailed
investigation of the LULC processes. The scenario will
be helpful to the planning and management in the region
as it strives to become more sustainable.
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